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Autonomous driving models are vulnerable to Data Poisoning attacks where malicious outliers corrupt training integrity. We demonstrate a defense using
Isolation Forests to detect and cleanse these threats
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PROBLEM STATEMENT WHY IS IT IMPORTANT
e Data Poisoning is a security attack where e  Safety Critical: A poisoned model in a self- Start: Load Initialize fram Seseine Apply Data O o Baced it
. . — . . . GTSRB Dataset LeNet-styl Poisoning Attack
an adversary intentionally corrupts the driving car could misinterpret a "Stop" sign, arase SRSSSES SERISESRE Restoration Comparison
data used to train a Machine Learning leading to catastrophic failure.
model. e Trust: Ensuring the integrity of training data is 43 Classes _ _ o
. . 32x32 Images LeNetGTSRB baseline_model.pth 3 Attack Types: Isolation Forest attack_comparison.ipynb
i I\/Iodels are Only as 800d as the|r data- paramount fOF deplOylng tFUStWOFthy Al 39K Train Conv = Pool = Classifier ~88.6% Accuracy » Label Flipping Feature Extraction Cross-Attack
Poisoned data leads to a compromised Al, systems. ~12K Test mEScKioorEaaNat) Eleansed Bataset Analysts
. . cpe . . . « Noise Injection Model Restoration
causing targeted errors in classification e Defense: We must quantitatively prove that (Rsrdiomihisise]
compromised models can be restored.
M Od el ArCh Ite Ctu re Defense Effectiveness Across Attack Types sk Fiolscriapiiissk EatiensisoShny
Defense Recall Defense Precision
w00 (% Poisoned Caught) i (% Correct Detections) 0 Defense F1 Score i Accuracy Degradation by Attack Type - Accuracy After Defense i Defense Success Rate (Recall)
P k —_— : Labal Flipping : Labl Flipping : Labal Flipping E
reprocessing Attack wrapp- sl e sl | oy SN Y [N N S N ISP POt I VRN VN R B
—| & augmentation ers Sl el ) ' © ' ) ' ; & wm— —| . “*‘«H‘_ﬂ_________ )
resize 32x32 @ / \‘\ .
normalize el B train s ® gw g ® e _
flipping noise door = ————y | E g £ 8 g .
frine clean tes g, g, L . ; ;
fully poisoned 2 a é o § o
test for ASR 0 o Fi|
S R et Defense stage » @
———— o 3 3 z - o 3 3 z = o 3 3 z - —@- Backdow Altack —8— Batkdoor Atlack
LeNet CNN ks Compare b ” l?'mnnﬁme [9\'.?0 Y " " 2 ?ﬁgunﬁ.1le [".\',:]‘cI v " b “ .?Mcgnnﬁ;\le [9\'.?0 Y " $ohos nck 5 Ll vl et b
Conv—=Relu| | Cony-Rel : baadl) PR . .. . Ela e et
. : Evaluation aseline vs 100 1 0 %0 0 @ n g 0 b3 » ] @ @ n 4 0 F T 0 5 ® 0
= Pool = Pool compromised =@~ Backdoor Attack Poison Rale (%) Poison Rate (%) Puison Bt
. O clean vs restored - - _?..A:m______’_‘______ ________________________ o == baseline o Model Recovery After Defense ) Detense F1 Score by Attack
= =@~ Label Flippin "
AdaptiveAngool 140"——1 224x224 ) :lc_tca'i:(acy ] accuracy B0 an:ﬂrlnj'l}:zx?n : . e — —
3 S = success (" compare | 15 I I I Bretine Accuracr: SR
P . ompare - 2 o W il il INEEEEn & Backisor Attack:
— aseline vs < w — ] Avy Compremised: B4.9%
[ Fc 4004120 +ReLU- 84 > ReLu 471 | SIS ¢ 2 g _ T .
| = [=] bl =
4 R— g oy I ; 2 ¥ . 1 w;::‘zl:;:'pro-uaed: B8 6%
3 @ 5 i § - 3 SR
. s ., o e
@ oo Atack i g 3 B T .
N == bazelng
| 28 LablFiping e e
Noie o LR 4 = I I o [Sompcbatncke fecall: 61,48
== [Baselineg » |ossine
' | - : 9 - g
’ ! “ Krz‘oisanﬁ:llilal:".-’n] . v " N “ T;oisonﬁta?e(%] . ” PP T Td F BEFFd FEFET 0 .I —— .I - '
TEFes ¢ TSSO s Y40  ad oF BF 4T ,:",.-"#_."'Jf P g T ,-"“..'




