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❏Background and Motivation

1) Task Definition: Fact-checking aims to assess the truthfulness of 

claims from online platforms and media source. The fact-checking is a 

complex and time-consuming task, involving the retrieval of relevant 

evidence and the verification of a claim veracity based on that evidence.

Output = Model ([claim; evidence]) 

2) Limitation: Low searching efficiency; the retrieved evidence is often 

underutilize.

LLM-Based Multi-Agent for Financial Decision Making

❏LLM-Based Multi-Agent System

❏Multimodal Market Environment

❏Manager-Analyst hierarchical 
communication structure

❏Long-term and Short Memory

❏Self-reflection by Verbal 
Reinforcement Learning

❏Single Asset Trading and Portfolio 
Management

❏ Result
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